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1 Modele statistique

(X,35,P) espace probabilisé décrivant une expé-
rience aléatoire.

(X,8,P) modele statistique décrivant une fa-
mille d’expériences aléatoires.

e X espace des observations.

e § tribu sur cet espace.

e P mesure de probabilité.

e P famille de mesures de probabilité.
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On cherche P € P qui modélise au mieux les

observations et prend en compte notre connaissance

du phénomeéne aléatoire. Dépend souvent d’'un
parameétre inconnu 6 qui caractérise la loi. Trouver
Py est alors équivalent a trouver la valeur de 6.

Variable aléatoire (VA) c’est une fonction mesu-
rable X : X — R.
Mesurable signifie VB € B, X 1(B) € §.

Ex: tirage de Bernoulli sur [0, 1].
Ex: loi uniforme sur [0,60].

Ex: loi de Poisson.

Ex: loi équirépartie.

n-échantillon: (X1,...,X,) n va.i.id.
Modele d’échantillonnage associé:

(Xn,g®n’ {[P)®n, Pe P})

P (dx1,...,dxy) = [17_; P(dx;) loi jointe des X;.

(S

Ex: répétition de n tirages de Bernoulli.
Ex: répétition de n tirages d’une loi uniforme.

2 Statistique sur un modele

C’est une application mesurable S sur (X,§,P)
a valeurs dans (Y,§) qui ne dépend que des ob-
servations et pas du parameétre inconnu 6.

S: X—Y, x—y=8S(x)

Ex: somme S = X7 +...+ X, des éléments d’'un
échantillon de Bernoulli (loi binomiale).

Ex: S =sup (X71,...,X}) des éléments d’'un
échantillon de loi uniforme.

3 Modele paramétrique et
homogene

Chaque mesure de probabilité Pg € P est carac-
térisée par un parametre 6 € © c R?. La fonction
A :® — P est alors bijective.

Ex: tous les exemples précédents.
Ex: échantillon gaussien N (m,0?2). Ici, 8 = (m, 0).
Cex: ensemble des lois a densité continue.
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e Modeéle homogene si le support des mesures ne
dépend pas de 6.

e Modele dominé si toutes les mesures de P pos-
seédent une densité par rapport a une mesure
commune.
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On pourra toujours considérer qu'un modele
continu est dominé par la mesure de Lebesgue
Mdx) = dx et qu'un modele discret est dominé par
la mesure de comptage §,(B)=1 < x€B.

4 Vraisemblance

Pour la définir convenablement, il est nécessaire
d’avoir une mesure dominée et de connaitre le
théoréeme de Radon-Nikodym.

/_m h

Po(dx) = f(x) dx = L(x,0) dx

f densité (par rapport a la mesure dominante).
L(x,0) vraisemblance: c’est la densité, mais vue
comme fonction de 0:

Po(dx)

Lx0)= 230
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Ex: pour un modele a densité continue par rapport
a la mesure de Lebesgue, L(x,0) = f(x).

Ex: pour une loi discrete, L(x,0) = Pg[X = x].

Ex: pour un échantillon discret: L(x1,...,x,,0) =
P(IX1i=x11n..n[X, =%, = H?:l PIX; = x;]



5 Modele exponentiel

(.

C’est un modele paramétrique, dominé, homo-
géne dont la vraisemblance s’écrit

L(x,0) = h(x) e MOSEN-HO)

¢ h fonction mesurable positive.

e 1:0 — R* parametre canonique.

« S : X — R* statistique naturelle.

e 3:RP — R fonction de log-partition.

Ae

S = (M0),8(x)) = XF_ 1:(0) x S;(x)

Ex: échantillon ou variable de Bernoulli.
Ex: échantillon ou variable uniforme.
Ex: échantillon multinomial.

Ex: échantillon gaussien.

Ex: échantillon de Poisson, binomial, etc.

6 Modele bayésien

(S

C’est un modele statistique (X,§,P) paramé-
trique muni d’une loi de probabilité 7 sur
I’espace © des parameétres.

o 1 s’appelle la loi a priori.

e 0 est la réalisation d’'une variable aléatoire que
P’on notera H et dont la loi est 7.

e L(x|60) loi conditionnelle de X sachant H.

e L(0|x) loi a posteriori.

D’apres la formule de Bayes,

Théoreme

L(0|x) < L(x|0) x 7(0)

Ex: échantillon gaussien avec a priori gaussien.
Ex: échantillon de Bernoulli avec a priori béta.



