STATISTIQUE MATHEMATIQUE - MS ENSAI
RESUME CHAP.2 - 2025

1 Estimateurs: définitions et
propriétés

Soit (X71,...,X;) un n-échantillon de loi Py inconnue.

On cherche a estimer 0.

Un estimateur S = S, = S,(X1,...X,,) de 0 est
une statistique (fonction des seules données et
pas du parameétre).

(.

e b(0) =E[S] -6 est le biais.
o Eg[(S — 0)?] est lerreur quadratique (EQM).

(S

Théoreme

Egl(S —60)*1 = Vg(S) + b(6)*

(.

Si b(0) #0, S est biaisé.

Ex: moyenne empirique.
Ex: variance empirique.

2
¢ S, CV en moyenne quadratique si S, LS 6

e S, fortement consistant pour 6 si S, 0

5 . P
¢ S, consistant pour 6 si S, %0

(S

Rappel: on dit que S, converge vers S en
distribution (ou en loi) et on note S, ~ S si la
fonction de répartition de S, converge vers celle de
S quand n tend vers +oco en tout point de
continuité.

Théoréeme

o Loi forte des grands nombres (LFGN):
si E[X;]=m < oo,

X =

S|~

L P—p.s.
YXi —m (1)
v=ll

e Th. de la limite centrale (TLC):
si V(X) =02 < oo,

V(X —m)~ N (0,0%) (2)

2 Estimateur plug-in

e Mesure empirique:
1 n
Pn SN Z 6Xi (3)
" =i

e Fonction de répartition empirique:

1
Fr@)=Pa(-00,aD) =~} lixien) (4

1

n
1=

(S

Rappel important: E[1 4] =P(A)

F,,(x) est la moyenne empirique de n vaiid de
Bernoulli de parametre F(x), donc LFGN

F,(x) PP F(x) pour tout x € R. Cette convergence
est méme uniforme en x, ce qui constitue le
théoréeme de Glivenko-Cantelli ou théoréeme
fondamentale de la statistique.

Fonctionnelle statistique linéaire: c’est une fonc-
tion de P de la forme:

gb(ﬂj’):fa(x) P(dx) = Ela(X)] (5)

(.

Ex: moyenne, variance, médiane d’une va de loi P.

Un estimateur plug-in est obtenu en substi-
tuant P,, a P dans une fonctionnelle:
estimateur plug-in associé a ¢(P) = [ f(x) P(dx):

n

1
o=~ ) X)) ©6)

i=1

(.

Théoreme
P—p.s.

e Si f e L', LFGN: ¢(P,) — ¢(P)
o Si f € L2, TLC: VR(p(P,)—p(P)) ~ N (0,7(P)?)

3 Estimateur par substitution

Soit S un estimateur de 0 et ¥ : ® — R? une
fonction mesurable.

Un estimateur par substitution de y(6) est un
estimateur de la forme w(S).




YNy de I'application continue

Soit S un estimateur (fortement) consistant de
0 ety : © c RP — R? fonction continue.
Alors ¥(S) est (fortement) consistant pour w(6).

A.N. : asymptotiquement normal.

Méthode delta en dimension ].]ﬁ

S, estimateur de 6 tel que \/n (S, —0)~ S
¥ :0 cR — R dérivable. Alors

VI (W(S5) = 9(©) ~ '(S)

(7

SiS, AN.et n(S, —0)~ N(0,0?), alors w(S,)
AN. et
Vi (W(Sy) —w(@) ~ N (0,2'(0)%02)  (8)

(. J

PN nt-y— Méthode delta multidim.%

S, estimateur de 0 avec \/n (S, —0)~ S
w0 cRP — R? fonction #tiable de jacobienne
J. Alors

VI (W(S ) —w(0)) ~> dyg(S) ©)
et si S, A.N avec
Vn(Sy —6)~ N(0,Zg) (10)
alors 9(S,) AN. et
VA WS- @)~ N (0,0ZJ7) (1)

Dans le cas de la dim. 1, on a JZJ T = 1//’(0)203,

Ug est la variance de la loi normale asymptotique.

ou

4 Estimateur des moments

/_m h

Soit m(0) = Eg [X*] et mix(0)= 1 X7 XE.

L'estimateur des moments de 6 € ® c R? est la
solution 6 du syst. a p éq. d'inconnue 8:

m1(8) = 71(6)
: (12)
m () = 17, (0)

Matriciellement: M(0) = M(9)

(.

(.

Ex: échantillon de Poisson, exponentiel, uniforme
(dim.1).
Ex: échantillon normal pour 0 = (m,0?2) (dim.2).

:
e Si M : ©® — RP bijective, alors:
0=M"1o M) et M©O) 2" M(©).

. e . _ . ~ Pp-p.s.
o Si M bijective et M1 continue: § P59
n—+oo

o Si M1 #tiable et Py a un moment d’ordre 2:
Vi (M(6) - M(6)) ~ N(0,% g) et

V7 (6-6) ~ N(0,Z p) avec

T g = (cov(Xi, X)) et X o= g (J;7)

/
i,j=1..p

5 Estimateur du max de
vraisemblance

6 = argmax L(X,0)
0O

(13)

0 est solution de:

0 3
— InL(X,0) = —1(X,0) = VI(X,0) = S(X,0) =
70 ™ (X,0) 661( ,0)=VI(X,0)=8(X,0)=0

YNty — Condition suffisante d’3 de l’e.m.v.]ﬁ

Si © espace compact et [ continue sur 0, 'emv
existe.

(. J

N30y de Zehna ~N

Soit @ l'e.m.v. de 0 et w une fonction quelconque.
Alors 'e.m.v. de ¥(0) est y(6)

(. J

O Consistance forte de l’e.m.v.)ﬁ

On considere le modele d’échantillonnage
X1,...,X, de va.i.i.d. ~ L(x,0). Sous les hypo-
theses de régularité (xx) ci-dessous,

e Le modele est identifiable et homogene.
e O ouvert ou compact de R?.
e Pour tout x, L(x,0) #tiable en 6 sur O.

Alors I'emv est fortement consistant.

6 Estimateur bayésien

L(Blx) < L(x|0) x T1(6) (14)

o signifie « proportionnel a ».



* Moyenne a posteriori

ELH|X = x] = f 6 x L(0]2)d6
(€]
e Médiane a posteriori
eme
PLH < 0,1 :f L|x)d6 =1/2

e Mode a posteriori

argmax L(0|x)
6

(15)

(16)

(17)



